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Abstract— In this paper, we introduce a new covering radius
of RM (r,n) from a view point of cryptography. It is defined as
the maximum distance between ¢-resilient functions and the r-th
order Reed-Muller code RM (r,n). We next derive its lower and
upper bounds. We further present a table of numerical data of
our bounds.

Index Terms—Covering radius, nonlinearity, Reed-Muller
code, t-resilient function, stream cipher.

I. INTRODUCTION

ET X = (z4,...,z,), whereeach z; isabinary variable.
Then any Boolean function ¢g(X) is uniquely written as
the algebraic normal form such that

g(X) = ap D @ a;T;
1<i<n
©® EB A; jT;T 5 (&) "'@0,1727___7
1<i<j<n
The degree of g(X), denoted by deg(g), is defined as the
degree of the highest degree term in the algebraic normal form.
Now let g(X) be a Boolean function such that deg(g) < r.
Let f(X) be anoisy version of g(X) in some sense. Then in
coding theory,
» g(X) is acodeword of the r-th order Reed-Muller code
RM(r,n),
o f(X) isareceived word when g(X) is sent
« and the noise should be small.

The covering radius of RM (r,n) is defined as

nL1T2 """ Tn-

,n) =maxd(f(X),RM(r,n)),
p(r,n) max (f(X), RM(r,n))
where the maximum is taken over any f(X).

In cryptography, on the other hand,

o f(X) isused as a main component of stream ciphers. In
nonlinear combination generators, it must be ¢-resilient
[2], [1] to resist the fast correlation attack [13].

e g(X) isan approximation of f(X) which attackers make
use of

« and the noise should be large to resist attacks.
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In this paper, we introduce a new covering radius of
RM (r,n) from a view point of cryptography. It is defined
as the maximum distance between ¢-resilient functions and
the r-th order Reed-Muller code RM (r,n). That is,

N def
p(t,r,m) = e d(f(X), RM(r,n)),
where the maximum is taken over ¢-resilient functions f(X).
It is clear that

0 < p(t,r,n) < p(r,n).

We next derive some lower bounds and upper bounds on
p(t,r,n). We finaly present a table of numerical data of our
bounds. One of our upper bounds is a generalization of the
previous result for » = 1 [17], [20], [22].

Our new concept is a'so meaningful to cryptography in the
context of the new class of algebraic attacks on stream ciphers
proposed by Courtois and Meier at Eurocrypt 2003 [4].

Il. PRELIMINARIES
For two Boolean functions f(X) and g(X), let

d(f,9) = #{X | F(X) #9(X)}.

For a set of Boolean functions A, define

d(f,A) = g(‘?}EA d(f,g).

A. Stream Cipher [14]
In a stream cipher, a ciphertext sequence {c;} is computed
as
c; = m; + s; mod 2,

where {m;} is a plaintext sequence and {s;} is a keystream.
If some part of {m;} is known to an attacker, then the
corresponding part of s; is obtained as

s; = m; + ¢; mod 2.

The attacker’s goal is to find a key K which generates the
whole (or amost al of) {s;} from a short segment of {s;}.

An LFSR (linear feedback shift register) is a basic com-
ponent of keystream generators. It generates a sequence {s;}
recursively in such a way that

$; =¢€18i—1 +---+ecrsi—r mod 2.

The smallest L which can generate {s;} by the above equation
is called the linear complexity of {s;}.
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Fig. 1. Nonlinear combination generator

Keystream generators usualy combine several LFSRs non-
linearly. A nonlinear combination generator is one of the most
common keystream generators such that

S; = f(.’L’l(Z), . ,.’L’n(l)),

where f(X) is a nonlinear Boolean function and z ; (i) is the
output of the j-th LFSR at time i, where 1 < j < n.

B. Nonlinearity

Ding et a. showed that a linear attack can bresk the
nonlinear combination generator if f(X) is approximated by
an affine function [5]. f(X) is called an affine function if

fX)=ao +a1z1 + -+ anx, mod 2.

Hence f(X) of Fig. 1 must have a large distance from the set
of affine functions.

The nonlinearity of f(X), denoted by ni(f), isdefined asa
distance between f(X) and the set of affine functions A afine.

That is,
def

nl(f) = d(f, Aafine)-
Since Agatiine = RM (1,n), we see that
nl(f) =d(f, RM(1,n)).

(In [5], the authors called the linear attack the BAA attack,
where BAA stands for best affine approximation.)

C. Resiliency
We say that f(X) is balanced if
#HX (X)) =0 =#{X | f(X) =1} =2""1.
Equivalently
Pr(f(X) = 0) = Pr(f(X) = 1) = 1/2,

f(X) used in nonlinear combination generators must be
balanced because the keystream {s;} must be random.
Further, the output

z = f(x1,..

should not be corrdated with any small subset of
{z1,...,z,}. Otherwise, the fast correlation attack succeeds
[13]. For example, if z is correlated with some z;, then

'7‘7’.TL)

the initial value of the j-th LFSR can be found by the fast
correlation attack [13].

We have the following definitions.

Definition 2.1 ([19]): We say that f(X) is correlation im-
mune of order ¢ if f(X) is not correlated with any ¢-subset of
{z1,...,2,}. That is, f(X) is correlation immune of order ¢
if

Pr(f(X)=0]z;y =biy,..., 2, =b;,) = Pr(f(X)=0)
for any ¢ positions iy, ...,i; and any ¢ bits b;,,...,b;,.

Definition 2.2 ([2], [1]): We say that f(X) is ¢-resilient if
f(X) isbaanced and f(X) is correlation immune of order ¢.
That is, f(X) is t-resilient if

PI‘(f(X) =0 | Ty :bil,...

for any ¢ positions iy, . .

y Liy = blt) = 1/2
7bii-

Consequently, f(X) must be t-resilient for large ¢. Siegen-
thaler showed the following inequality.

., and any t bits b;,, ...

Proposition 2.1 ([19]): If f(X) ist-resilient for ¢t < n —2,
then

where X = (z1,...,25).

D. Previous Work

From the above discussion, we see that f(X) must be ¢-
resilient for large ¢ and nl(f) should be as large as possible in
nonlinear combination generators. Sarkar and Maitra showed
the following divisibility result [17]. (A similar result was
shown in [22]).

Proposition 2.2: Let f(X) be a t-resilient function and
[(X) be an &ffine function. Then

d(f(X),1(X)) = 0 mod 2"+,

In [17], [20], [22], the authors derived an upper bound on
nl(f) of t-resilient functions as follows.

Proposition 2.3: Suppose that f(X) is a t-resilient func-
tion.
1) Ifnisevenandt+1> 3 — 1, then

nl(f) < 2n -t -2ttt
2) Ifnisevenandt+ 1< 5 — 1, then
nl(f) <2n—t —28-1 _gt+l
3) If nisodd and 2¢+! > 27~1 — nlmaz(n), then
nl(f) <2n=t — 2t

4) If nisoddand 2/t < 27! —nlmaz(n), then nl(f) is
the highest multiple of 2¢+! which is less than or equal
to 2! — nlmaz(n),

where nlmax(n) is the maximum possible nonlinearity of an
n-variable function.

(Remark) Carlet and Sarkar derived general weight divisibility
on the Walsh transform of Boolean functions [3].



I11. Low DEGREE APPROXIMATION ATTACK

In this section, we introduce a low degree approximation
attack on stream ciphers by generaizing the linear attack
of [5]. Nonlinear combination generators are broken by this
attack if f(X) of Fig. 1 is approximated by a low degree
Boolean function.

A. Underlying Idea
Suppose that {s;} is approximated by {3;}. That is,

If the linear complexity of {§;} is not large enough, then the
fast correlation attack [13] can find the initial value of {3;}
from a short segment of {s;}.

The linear complexity of {s;} generated by the nonlinear
combination generator is given by the following proposition
[14, page 205]. In anonlinear combination generator of Fig. 1,
let L; > 2 denote the linear complexity of the j-th LFSR for
1<j <n.Then

Proposition 3.1: Suppose that each LFSR has maximum
length and L4, ..., L, are pairwise distinct. Then the linear
complexity of {s;} is f(L1,...,L,), where f(Ly,...,L,) is
evaluated over integers.

B. Proposed Attack

We now show our attack. In Fig. 1, suppose that f(X) is
approximated by alow degree Boolean function g(X). That is,
d(f,g) issmall. Let {s;} the output sequence of the nonlinear
combination generator and let {$;} be the sequence obtained
by replacing f(X) with g(X). Then

1) {8;} is an approximation of {s;}.
2) From Proposition 3.1, there exists an LFSR which
generates {5;} such that the size of the LFSR is
L() = g(Ll, e ,Ln)

The proposed attack is to find the initial value & of {3;}
from a short segment of {s;} by using the fast correlation
attack attack [13].

It succeeds if Ly is not large enough. If K is found, then
we can obtain the whole sequence of {§;}. This implies that
alarge part of {s;} islesked since {s;} is an approximation
of {s;}. In other words, {3;} is a noisy version of {s;} and
the noise is small.

Therefore, a large part of the plaintext sequence is leaked.

IV. NEw COVERING RADIUS FOR t-RESILIENT
FUNCTIONS

In this section, we introduce a new covering radius of Reed-
Muller codes from a view point of cryptography.

TABLE |
NUMERICAL BOUNDS ON p(r,n).

n 1 2 3 4 5 6 7
r=1]0 1 2 6 12 28 56
r=2 0 1 2 6 18 4044
r=3 0o 1 2 8 2023
r=4 0o 1 2 8
r==5 0 1 2
r==6 0 1
r=717 0

A. Covering Radius of Reed-Muller Code

The r-th order Reed-Muller code RM (r,n) is identica to
the set of Boolean functions g(X) such that deg(g) < r.
The covering radius of RM (r,n) is defined as the maximum
distance between f(X) and RM (r,n). That is,

plr.m) = magxd(f (X), RM(r.m),

where the maximum is taken over f(X).

Some numerical bounds on p(r,n) are illustrated in the
following table [15, page 802]. The entry a-8 means that
o < p(r,n) < B.

B. New Covering Radius for ¢-Resilient Functions

We say that f(X) is a (n,t)-reslient function if X =
(z1,...,z,) and f is t-resilient.

Now f(X) of Fig. 1 should not be approximated even
by low degree Boolean functions to resist the low degree
approximation attack shown in Sec. I1l. Further, f(X) should
be ¢-resilient to be secure against the fast correlation attacks.

From this point of view, we define a new covering radius of
RM (r,n) as the maximum distance between a (n, t)-resilient
function f(X) and RM (r,n). That is,

max

oy d(F(X), RM ()

p(t,r,n) &

where the maximum is taken over (n,t)-resilient functions

f(X).

It is clear that
0 < p(t,r,n) < p(r,n).

Further, Siegenthalar’ sinequality on resilient functions (Propo-
sition 2.1) immediately gives us the following proposition.

Proposition 4.1: If n <t +r + 1, then
p(t,r,m) = 0.

In what follows, we will derive lower bounds and upper
bounds on p(t,r,n) for n >t +r + 1.

(Remark) Note that
nl(f) = d(f, RM(1,n)).

In [17], [20], [22], the authors derived an upper bound on
p(t, 1,n) in our terminology.



TABLE Il
TRUTH TABLE OF f.

Tl,...,Tn-1 Tn | [
Qeeere- 0 0
gll
Toverns 1 0
Qeeere- 0 1
gl
Toverns 1 1

V. LOWER BOUNDS ON j(t,7,n)
In this section, we derive lower bounds on p(t,r,n).

A. Lower Bound for t =0
Theorem 5.1:

ﬁ(oara ’I'L) Z ﬁ(O,T -

Suppose that 5(0,7 — 1,n — 1) is achieved by
x,_1). That is, g is balanced and

1,n—1).
Proof:
g(z1, 22, ...,
d(g,RM(r —1,n—1)) = p(0,r — 1,n — 1).
We first construct balanced ¢’ and ¢” such that
g=9'®9g"

as follows. Since g is balanced, there are 2" —2 zeros and 272
ones in the truth table. Now choose 2™ 3 out of 272 zeros
arbitrarily and change them to 27~ ones. Similarly, choose
27~3 out of the original 2"~2 ones arbitrarily and change them
to 273 zeros. Let g’ be a Boolean function which have the
resulting truth table. Let

' Egag.

Then it is easy to see that ¢’ and ¢ are balanced.
For example, consider g with n = 5 such that its truth table
: (0110100110010110).
Choose 4 zeros and 4 ones as follows.
(0110100110010110).
Then ¢’ has the following truth table.
(1101001100001110).
¢"' has the following truth table.
(1011101010011000).

We can see that ¢’ and ¢"' are balanced.
Next define f(zq,...,x,) &8s

def g” ® xTng.
Ifxz, =0,then f=g¢". Ifz, =1, then f=¢"®g ="
Therefore f is balanced because g’ and ¢ are balanced. (See
Table Il for the truth table of f.)

Finaly let

yTn) = U1 (X1, T2,y Tpe1)

S l‘nU2(1'1,1'2, N 7mn71)

u(z1, o, - ..

be a Boolean function such that

d(f,u) = d(f, RM(r,n)),

where u(x1, 2, ..., 2n) € RM(r,n). Then we have

d(f,u) = d((u1,u1 ®u2),(g",9"))
=w(u; ®g") +wlu, Sus ®g')
=w(u ©¢") +w(u ©g" Sus @ g’ ©g")
> w(u @ g' ) wuz ® g ®g") —wu ©g")
=w(us ®g" dg')
= w(uz 699)
= d(g,u2)

where w(a)) denotes the Hamming weight of a.
Now since us € RM (r — 1,n — 1), we have

d(fa U) > d(g,UQ)
> d(g, RM(r —1,n— 1))
=p(0,r —1,n —1).

On the other hand, we have

d(f,u) = d(f, RM(r,n)) < p(0,r,n).
Therefore
ﬁ(O,r,n) Z ﬁ(o,’f’ - 1,’1’L - 1)
O
B. Lower Bound for Any ¢ (1)
Theorem 5.2:
R 2p(r,n —1) ift=0
plt,rm) 2 { 25(t—1,r,n—1) ift>1
Proof:
a) Case t = 0: Suppose that p(r,n — 1) is achieved by
f’(xl, .. .,.’L’n_l). That |S,
d(f’,RM(’f’,’l’L - 1)) = p(r,n - 1)
Let f(z1,...,2n) = f'(x1,...,Zn_1) ® z,. Then it is easy

to see that f(z1,...,z,) is balanced. Therefore, f(X
O-resilient function. Further,
p(t,r,n) > d(f, RM(r,n))
=d(f',RM(r,n — 1)) + d(f",RM (r,n — 1))
=2p(r,n — 1)

) isa

b) Case ¢ > 1: Supposethat p(t—1,r7,n—1) isachieved
by a (¢t — 1)-resilient function f'(z1,...,zn,—1). That is,
d(f',RM(r,n—1)) = p(t —1,7,n — 1).
Let f(x1,.-.,2xn) = f(x1,...,Tno1) ® x,. Then it is easy

to see that f(x1,...,x,) is at-resilient function. The rest of
the proof is similar to the above. O

Corollary 5.1: p(t,r,n) > 2t p(r,n —t — 1).



C. Lower Bound for Any ¢ (I1)

Theorem 5.3: Suppose that there exists f(z1, ..., z,) such
that
d(f,RM(r,n)) > k
and
flre, ... mn) = fi(zr, . xm) ® folTr, .-, x0)

for some f; and fo, wherel1 <m <n-1,2<1<n-1.
Let

t =min(n —m — 1,1 — 2).
Then
plt,r+1,n+1) > k.
Proof: Let
h1(w1,...,wn) déffl(xla--'7mm)®mm+1 DD,
def
ho(z1,... @n) = 21 @ @ @1 ® fol@r, ..., Tn)

Itiseasy to seethat hy(X) is (n—m —1)-resilient and h2(X)
is (I — 2)-resilient. Then define

def

WX, ng1) = hi(X) @ zpgr (M (X) © ha (X)),

where X = (z1,...,25).
We first show that & is ¢-resilient. For x,+; = 0,
h(X,0) = hi(X)
which is (n — m — 1)-resilient. For z,,+; = 1,
h(X,1) = hy(X)

which is (I — 2)-resilient. Therefore, h(X, z,1) ist-resilient,
where ¢t = min(n — m — 1,1 — 2).

We next prove that d(h, RM (r + 1,n + 1)) > k. Choose
9(X, xn41) such that deg(g) <r+ 1 and

d(h,g) = d(h, RM(r + 1,n + 1)).
Now g is written as
g(Xa xn+1) = gl(X) &b $n+1gg(X)

for some g, € RM(r 4+ 1,n) and g2 € RM (r,n). Then we
have

d(h,g) = d(h,9)|e, =0 + d(h, 9)|2, 11 =1
=d(hi,91) + d(h2, g1 ® g2)
=d(h1,91) +d(h1 ® ha, b1 & g1 ® g2)
> d(hi,91) +d(hy © ha,g2) —w(hy ® g1)
=d(hy ® hz, g2)
Let 1(X) S 2, @ D21y B Tt @ -+ Dz, Then

because g» € RM (r,n) and g» ®1 € RM (r,n). Hence
d(h, RM(r + 1,n + 1)) = d(h, g)
> d(f, RM(r,n))
>k

Corollary 5.2: 5(0,3,7) > 18.
Proof: Let

f(w1,...,26) = (T12203 © T12475)
D (1’21‘31’6 D T2x4Te D 1’31’51‘6).
Then it is known that [18]

d(f,RM(2,6)) = 18.

Letr=2,n =6, m=>5andl=2in Theorem 5.3. Then we
obtain this corollary. O

Corollary 5.3: Suppose that n = 4k + s, where 0 < s < 3
andk >1.Lett =2k — 1. Then

. 2"1—2‘—1 if n = even
plt.Zn+1) Z{ 27— _ 9% i n = odd
Proof: For n = even, let
f@r, ... 2n) = 2122 D X324 D -+ D Tp_1Tn-
Then it is known that
d(f,RM(1,n)) =2""1—-22"!

(f is abent function). In Theorem 5.3, let
fi(ze, ., mok) =122 D -+
fa(T2rg1, -, Tn) = Topg1Topto P oo

Then m = 2k and [ = 2k + 1. Hence

t =min(n — 2k — 1,2k + 1 — 2)
=min(4k+s—2k—1,2k - 1)

D Tor—1T2k,
&b Tn—1Tn

=2k—-1
because s > 0.
For n = odd, let
f(@1, 0 2n) =212 B 2324 B -+ B Tp_2Tp1.

Then for any g(z1,...,z,) such that deg(g) <1,

d(f,g9) = d(f,9)le,=0 +d(f,9)|e,=1
-9 (2%2 _ 2"7’1*1)

n—1

:2n71_2 >

Hence .
d(fa RM(I,TL)) Z 2n—1 -2

Finaly similarly to n = even, we have t = 2k — 1.
Therefore, this corollary holds from Theorem 5.3. O

V1. UPPER BOUNDS ON p(t,7,n)
In this section, we derive upper bounds on p(t,r,n).



A. Upper Bound (1)
Theorem 6.1: For ¢t > 1,

ﬁ(t,r,n) Sﬁ(t_laran_l)_‘_p(r_lan_l)

Proof: Any f(z1,...,%,) and g(z1,...,x,) are written
as
f(l’l,. . ,l'n) = fl(l’l, . ,l’nfl) @l'nfg(l’l, . ,$n,1),
g1, xn) =g1(T1, -, Tne1) D Tng2(T1, .o, Tpnet).
Then

d(f, g) = d(f, g)|wn=0 + d(fv g)|$n:1
=d(f1,91) +d(fr ® f2,91 D g=2)
=d(f1,91) +d(fr © f2® g1, 92)

Now let f be any t¢-resilient function such that
d(f,RM(r,n)) = p(t,r,n).
Choose g; such that deg(g;) < r and
d(fi,91) = d(f1, RM(r,n — 1))
arbitrarily. Choose g» such that deg(g>) <r — 1 and
d(fi ® fo®g1,92) =d(fi ® fo® g1, RM(r —1,n — 1))

arbitrarily. Then
1) deg(g) < r. Therefore,

d(f,g) = d(f, RM(r,n)) = p(t,r,n).
2) f1is(t — 1)-resilient. Therefore,
d(fi,91) = d(fi, RM(r,n — 1)) < p(t -
3) Itiseasy to see

d(fi ® fo® g1,92) <plr —1,n—1).

1,r,n—1).

Therefore,

p(t,r,n) < d(f,g)
d(fi,91) +d(f1 © f2 © g1, 92)
pt—1r,n—1)4+p(r—1,n—1).

IN

B. Upper Bound (I1)

Lemma 6.1: Suppose that f(X)
deg(g9(X)) <n—1, where X = (zq,...

d(f,g9) = 0mod 2.
Proof: Note that
d(f,9) = w(f) + w(g) — 2w(f x g).

Since deg(g) < m — 1, it holds that w(g) = 0 mod 2 [20,
Lemma 2.2]. Therefore, it holds that d(f,g) =0mod 2. O

Theorem 6.2 Let1<r<n—-2and0<t<n-—r—2.If
flz1,...,z,) isat-reslient function, then

is balanced and
,Zn). Then

d(f, RM(r,n)) = 0 mod 2171+,

Proof: We show that
d(f(X),9(X)) = 0 mod 2L+ 1+ W

for any g(X) such that deg(g) < r, where X = (z1,...,z,).
Let a(g,r) be the number of degree r terms z;, - -z;
involved in g.

Base step on r.
Proposition 2.2.

Inductive step on r. Assume that (1) is true for r = ry.
We will show that it is true for r = rg + 1.

Base step on a(g,70 + 1). If a(g,r0o + 1) = 0, then
g(z1,...,2,) € RM(ro,n). By an induction hypothesis on
r, we have

r

If » = 1, then the theorem follows from

d(f,g9) = 0 mod glrgltt

= 0 mod 2lmFritL,

Inductive step on a(g,ro+1). Assume that (1) istrue for
a(g,ro+1) < ag. We show that (1) is true for a(g,ro+1) =
ap + 1. Without loss of generality, we assume that

9(T1,. . ) =21 Tpgp1 D g (X1, 0, Tn)
for some ¢g* such that a(g*,r¢ + 1) = ap.
Define
def
fbl...br0+1 é f(b17 st bT0+17wT0+27 s 7mn)
% def
gbl___bTO_H =g (bl, ey b,-0+1, Tpg42y - ,l’n)

def
db1~~~br0+1 - d(fbl ---b'r‘0+l ) gi)kl...bro+1)

Then we have

d(fag*) = dO...O + o+ dl...lO + dl...l = QLﬁJ+1k-
d(f: g) =dp. o+ - +di 10+ 2n—(r0+1) —di 1

for some integer k£ by an induction hypothesis on a(g, 7o +1).
Therefore we have

d(f,g) = 2F It g g o (oD g, .
From our condition on the parameters, it holds that
t<mn—(ro+1)—2.

Therefore, we have
t

n=(ro+ 1) >t+2> [—
0

|+1

Hence
gn=(rot1) = 0 mod 2l 7oFt /L,

Further, from the induction hypothesis on a(g,ro + 1), we
have

t—(rg+1)
el

d1___1 = 0 mod 2L
= 0 mod QLﬁJ.

since fi.1 is a (t — (rop + 1))-resilient function and
a(gy 1,70 + 1) < ap. Therefore,

2d;..1 =0 mod olrgFrdt+l



Finaly, putting all things together, we have
d(f,g) =0 mod 2L+

for any g such that deg(g) < r. Therefore, this Theorem holds.
O

(Remark)

1) Lemma 6.1 is amost the same as [17, Lemma 2].

2) From McEliece's Theorem, all weightsin RM (r,n) are
multiples of 2/(%/m)1-1[12, Corollary 13]. However, we
cannot apply this fact because we do not assume any
weight divisibility on f.

Corollary 6.1: If r <n —t— 2, then
plt,rn) < p(r,n) = (p(r,n) mod 21511 .

Proof: It is clear that p(t,r,n) < p(r,n). Then apply
Theorem 6.2. O

Corollary 6.2: LetY ' p(t—1,r,n—1)+p(r—1,n—1).

Then )
plt,rn) <V = (¥ mod 25141

Proof: From Theorem 6.1 and Theorem 6.2. O

Theorem6.3: 1) Ifnisevenand [£]+1> 2 —1, then

p(t,r,n) < 2"t — olil+t,
2) If nisevenand |£] +1< 2 —1, then
pt,r,m) <2n 1 — 251 _glal+t
3) If nisodd and 2L+1+1 > 27~ — nimaz(n), then
p(t,r,n) < 2"t — olrl+1,

4) If nis odd and 2L+ < 27~ — pimaz(n), then

p(t, 7, n) is the highest multiple of 2L+1+1 which is less
than or equal to 2" — nimaz(n).

Proof: We prove only cases 1 and 2, the other cases
being similar.

1) Using Theorem 6.2 for any n-veriable, t-resilient func-
tion f and g € RM(r,n), we have d(f,g) = 0 mod
2Li1+ Thus, d(f,g) = 271 + k2L+ 141 for some k.
Clearly k cannot be O for al g and henced(f, RM (r,n))
is at most 271 — 2l71+1,

2) Asin 1, we have d(f,g) = 2" + k2L%1+1 for some
k. Let 25—1 = pals]+1 (we can write in this way as
|L]+1 < Z2-1).If forall l wehave k < p, then f must
necessarily be bent and hence cannot be resilient. Thus
there must be some | such that the corresponding & >

p. This shows that d(f, RM(r,n)) is a most 2"~! —
9%—1 _9ly]+1

(Remark)
1) Proposition 2.2 is obtained as a specia case of Theo-
rem 6.2.
2) Proposition 2.3 is obtained as a specia case of Theo-
rem 6.3.

TABLE 111
NUMERICAL RESULT ON j(t,7,n).

1 2 3 4 5 6 7
r=1 0 2¢ 4k 120 pge.pgh 56%
r=2 0 20 6° 12218  36%-44
t=0|r=3 0 20 6°-8 18%-22¢
r=4 0 20 6>-8
r==5 0 2%
r==6 0
1 2 3 4 5 6 7
r=1 0 4%9 12 24 562
r=2 0 6/ 12¢-18  28f-44
t=1|r=3 0 4.8 82-22¢
r=4 0 428
r=>5 0
1 2 3 4 5 6 7
T 0 849  16%-249 567
t=2 = 0 120-16°  24%-44
r=3 0 8a-22¢
r==4 0

VII. NUMERICAL RESULT

We present a table of numerical values of p(¢,r,n) which
are obtained from our bounds and the previous bounds. The
entry a-3 means that a < p(t,r,n) < .

In Table I,

1) (a) is obtained from Theorem 5.2.

2) (b) is obtained from Theorem 5.1.

3) (c) is obtained from Theorem 5.3.

4) (d) is obtained from Corollary 5.2.

5) (e) is obtained from Corollary 6.1.

6) (f) is obtained from Corollary 5.3.

7) (g) is obtained from Proposition 2.2.

8) (h) is obtained from Proposition 2.3.

9) (7) is obtained from [17, Table 1].
10) (j) is obtained from [16].
11) Unmarked values are obtained from p(r,n).
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